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Abstract 
 
We have performed experiments at the COMET and Calisto short pulse laser facilities to make 
the first comprehensive measurements of the laser absorption and energy partition in solid 
targets heated with an ultrashort laser pulse focused to relativistic laser intensities (>1017 
W/cm2). The measurements show an exceedingly high absorption for P polarized laser-target 
interactions above 1019 W/cm2. Additionally, the hot electron population is observed to 
markedly increase at the same intensity range. An investigation of the relaxation process was 
initiated using time-resolved Kα spectroscopy. Measurements of the time-resolved Kα radiation 
suggest a 10-20 ps relativistic electron relaxation time. However modeling difficulties of these 
data are apparent and a more detailed investigation on this subject matter is warranted. 
 
 
 
Introduction/Background 
 
 Currently ultrashort pulse lasers are used to heat matter at high intensities 
(>1017 W/cm2) at laboratories throughout the world 1,2,3. The experiments being done at 
these intensities range from fast ignitor research for inertial confinement fusion (ICF)4 to 
short pulse x-ray generation5. At these intensities, physical effects that are small at low 
intensities become dominant. The pondermotive force begins to alter the density profile, 
an electrostatic driven ion-shock is predicted to form, the relativistic mass of the electrons 
increase the penetration depth of the laser, and magnetic fields that can exceed 3 
gigaGauss are generated inside the target. Furthermore, the oscillation velocity (vos) 
becomes large compared to thermal velocity (vth), suggesting a significant amount of 
vacuum heating and relativistic JxB heating. Although high intensity laser matter 
applications would benefit greatly from understanding the interaction physics, little 
experimental work has been done to study the details of the laser light absorption and 
subsequent energy partition at these high intensities leaving a somewhat inadequate data 
set in the regime. Similarly, when considering a model for high intensity, laser-matter 
interactions the models are equally inadequate at describing the interaction physics.  The 
absorption is typically modeled using one of three methods; 1) A particle-in-cell (PIC) 
code, 2) by solving the Helmholtz wave (for fluid codes such as LASNEX), or 3) an 
absorbed energy is assumed before expansion occurs. All these techniques make 
approximations that result in substantial inaccuracies in modeling the physics of the 
interaction process. The PIC codes ignore collisions, making it difficult to compare 
calculations with one of the most useful plasma diagnostics (x-ray spectroscopy), the 
Helmholtz wave equation fails to consider the long particle mean-free-paths as compared 
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to the cell size, and the assumption of energy deposition before expansion depends on 
knowledge of the fractional absorption while neglecting energy loss due to hydrodynamic 
motion. Ultimately, all high intensity laser-matter experiments would benefit greatly from 
a detailed study of the absorption process and subsequent partitioning of energy 
(radiation, hydrodynamic motion, energetic particles, and bulk thermal heating).  
 In our research, we perform two experiments that provide important 
information about laser absorption at relativistic laser intensities and the relaxation of 
relativistic electrons in high-density matter. By pushing the limits of diagnostics and 
increasing the knowledge base through careful experiment, we have developed a better 
understanding of the underlying physics involved in the energy partition. This knowledge 
is essential for designing and interpreting current and future HED experiments. 
 
 
 
 
 
 
Research Activities 
 
 The first experiment looks at the absorption of laser light when focused to 
relativistic intensities on solid targets. The energy of laser pulses is coupled into targets 
through various mechanisms. In the relativistic regime, where the peak oscillatory 
velocity of electrons in the laser field, vosc, is an appreciable fraction of the speed of light 
c (e.g. vosc/c ~ 0.2 at 1017 W/cm2, and vosc/c ~ 0.99 at 1020 W/cm2), there are three major 
absorption processes6: resonant absorption, J×B heating and vacuum heating. Resonant 
absorption occurs when an obliquely incident laser pulse interacts with a solid target 
where low-density plasma formed by prepulses exists at the surface (preplasma). A 
plasma wave can be resonantly driven by the laser field, creating hot electrons at the front 
side of the target. The J×B heating is due to the ponderomotive force of the laser pulse 
that is generated by the gradient of the intense light pressure. As a result, the hot electrons 
produced by J×B heating usually follow the laser propagation direction7. Vacuum heating 
occurs when a laser pulse is incident onto the target at an oblique angle. The component 
of the laser electric field perpendicular to the target surface accelerates electrons non-
adiabatically if the interface is sharp enough, leading to hot electrons emitted in a 
direction normal to the target8. Since different mechanisms lead to hot electrons with 
different spatial features, as illustrated in Fig.1, the absorption physics can be revealed by 
measuring the spatial distribution of hot electrons. 

The laser absorption experiment was performed on the LLNL Callisto laser facility 
at Lawrence Livermore National Laboratory (LLNL). Callisto is a Ti:sapphire laser 
system delivering 150-fs laser pulses at 800 nm with energies up to 20 J. The p-polarized 
laser pulse was focused by an f/3 off-axis parabola onto the target at an incident angle of 
either 6° or 45°. The focal spot at normal incidence contained 50% of the energy within 
5-µm full width at half maximum (FWHM), resulting in a maximum intensity of 3 × 1020 
W/cm2. Side-on interferometric measurements show that the scale length L (L≡ 
(∂ln(ne)/∂z)-1 where ne is the plasma electron density) of the preplasma was randomly 
distributed in the range of 3-10 µm (3 µm is the resolution limit of the optical 
interferometer).  
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Absorption. A custom-designed 30-cm-diameter integrating sphere calibrated at the laser 
wavelength of 800 nm was employed to collect the scattered laser light (Escatter) − the 
same technique used in previous low-intensity studies9,10. The inner wall of the sphere 
was coated by a Lambertian scattering material − Spectralon, which has a reflectance of > 
98% over the spectral range of 300-2000 nm. In our initial experiment ( Fig. 2b), Escatter 
was measured by the sphere photodiode covered by an 800-nm interference filter with a 
bandwidth of 20 nm. In a follow-up experiment ( Fig. 2b), a visible spectrometer (200-
1100 nm) was mounted onto the sphere and energy-calibrated at 800 nm to measure 
Escatter. This visible spectrometer and another near-infrared spectrometer (700-2200 nm) 
were also used to measure space-integrated energy fraction in harmonics (2ω, 3/2ω, and 
1/2ω) The sphere had open ports for laser incidence and target alignment. The energy 
components not captured by the sphere, including backscattered energy (Eback, collected 
by a 2% beam splitter), reflected energy (Ereflect), and transmitted energy (Etrans), were 
measured by calibrated pyroelectric calorimeters. The total input energy (Ein) was 
determined by measuring a leak pulse that was cross-calibrated with the main pulse. The 
energy deposited in the target was then calculated by Eabs = Ein – Eback – Ereflect – Etrans – 
Escatter (the energy fraction in harmonics was found to be negligible). The absorption 
fraction is simply Eabs /Ein. Since the absorption is usually dependent on the scale length 
of the preplasma, a side-on interferometer with a 100-fs probe pulse at 400 nm was set up 
to monitor the preplasma density profile. The probe was timed 10 ps earlier than the main 
pulse. An electron spectrometer, located at 240° as defined in Fig. 3a, was used to sample 
the energy spectra of escaped hot electrons at the backside. 

Dosimetry. The integrating sphere was replaced by a 30-cm-diameter dosimeter 
holder located in the laser incident plane with the target at the center. The 
thermoluminescence dosimeters (TLD) were covered by 100- or 500-µm-thick 
aluminium filters to block electrons with energies below 120 keV (340 keV for 500-µm 
filters), x-rays with energies below 9 keV (15 keV for 500-µm filters), and most ions. 
The ultrathin thickness of TLD ensures that the hot electron contribution is dominant 
over the x-ray contribution to the dose11,12. The measured energy absorption as a function 
of laser intensity for near-normal incidence (6°) and oblique incidence (45°) is plotted in 
Fig. 2a and 2b, respectively. Previously published data13 for normal incidence at low 
intensities are also plotted in Fig. 2a for comparison. Because the previous measurements 
were preformed at a different laser wavelength (λ = 400 nm), the horizontal coordinate of 
Fig. 2a is I λ2, which is proportional to the square of the electron quiver momentum in the 
laser field. Our measurements are consistent with previously published data at low 
intensities ( I ~ 1017 W/cm2), corroborating the validity of our measuring method. As the 
intensity increases, the absorption rises up to more than 60% at I ~ 1020 W/cm2. For 45° 
incidence, two sets of data were taken with slightly different methods. As shown in Fig. 
2b, they are in good agreement with each other. The absorption hovers around 50% from 
1017 W/cm2 to ~ 1019 W/cm2, and then increases with the intensity, reaching a surprisingly 
high value (80-90%) at I > 1020 W/cm2. The relatively large fluctuations in the low-
intensity data are due to the variation of scale length from shot to shot. However, as the 
intensity reaches above 1020 W/cm2, the fluctuation is significantly smaller, showing that 
the absorption becomes less dependent on the scale length, as discussed later with the 
identification of the mechanisms. The simulation results, shown in both plots, were 
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obtained from two-dimensional particle-in-cell (2D PIC) calculations using ZOHAR14, 
with a 6-µm-scale-length preplasma and an initial electron density of 7 × 1022 cm-3 (an 
order of magnitude less than the solid density). The calculated absorption agrees well 
with the measured values in the range of 1018 - 1019 W/cm2, but under estimates the 
absorption as the intensity approaches 1020 W/cm2. This is probably due to the maximum 
density imposed by computational limitations and lack of transport processes in the code. 
The measurements presented here certainly provide a benchmark for future improvement 
of simulation tools in the ultra-relativistic regime. 

The spatial features of hot electrons provide a signature of the dominant absorption 
mechanism. The measured angular distributions of hot electrons by dosimeters with a 
resolution of 10° at three intensities are shown in Fig. 3. At a low intensity of 8 × 1017 
W/cm2 (top), most hot electrons are emitted at the front side as shown in the 
measurement, consistent with the resonant absorption mechanism. At an intermediate 
intensity of 2 × 1019 W/cm2 (middle), the backside component increases to become 
comparable with the front-side part. There is a distinct peak in the laser direction, 
showing that the J×B heating starts to play a role. As the intensity approaches 2 × 1020 
W/cm2 (bottom), the measurement shows that hot electrons at the backside are dominant 
and the maximum dose is located at the target normal direction, indicating that vacuum 
heating has become the most important absorption mechanism. The energy spectra of hot 
electrons, measured simultaneously with the dosimetry at 240° at the backside of the 
target, show that the temperature of the hot electrons reaches 200 keV at I = 2 × 1019 
W/cm2, and 1.2 MeV at I = 2 × 1020 W/cm2. 

We have identified changes in the dominant absorption mechanism as a function of 
the laser intensity for the case of oblique incidence. Since there is always some preplasma 
in front of the target surface as commonly observed in most high-energy laser systems, 
resonant absorption always contributes to the laser energy deposition at oblique 
incidence. The J×B heating does not play a major role until the intensity reaches 1019 
W/cm2 simply because the ponderomotive force is not strong enough at lower intensities. 
The criterion for effective vacuum heating is xosc = vosc /ω > L, where xosc is the oscillatory 
amplitude of electrons in the laser field and ω is the laser frequency15. At weakly 
relativistic intensities (~ 1017 W/cm2), xosc ~ 0.03 µm, while at 1020 W/cm2, xosc increases 
to ~ 1 µm, which is closer to the scale length (3-10 µm) measured 10 ps before the arrival 
of the main pulse. The fact that the preplasma density profile is steepened by the 
ponderomotive force during the laser pulse16,17 makes it possible for the vacuum heating 
to play a major role at the highest intensities. This is also consistent with the enhanced 
absorption as the intensity rises above 1020 W/cm2 (Fig. 2b) since an additional absorption 
mechanism, vacuum heating, comes into play.  

A rough estimate of the total energy in the hot electrons based on dosimetric 
measurements shows that the escaped hot electrons account for less than 1% of the total 
laser energy. Most hot electrons are actually trapped inside the target by the Coulomb 
barrier and transfer their energy to the background electrons, ultimately heating ions in 
the solid1825. The measured high absorption (80-90% for 45° incidence at I > 1020 W/cm2) 
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indicates an efficient coupling of the laser energy into the target, which, if properly 
channeled by target design, could potentially improve the efficiency in applications such 
as the generation of monoenergetic ions19,20 and fast ignition. The observed characteristics 
in the spatial distributions of hot electrons will also help guide experimental studies. For 
example, a detector located in a direction normal to the target will offer the best chance to 
observe electron-positron pairs, since vacuum heating is dominant at ultrahigh intensities. 
Furthermore, the directional hot electrons emitted from the target could be utilized to 
simulate the high-energy particle jets from astrophysical objects in a laboratory21. The 
present study provides unprecedented insight into the absorption physics of ultra-intense 
laser pulses, and we expect that our results will have broad impact on both basic research 
and applications in this inspiring ultra-relativistic regime.  

 The second experiment looks at the dissipation of energy by the relativistic 
electrons. The interaction of high-intensity lasers with solid targets generates relativistic 
electrons in laboratory plasmas. These electrons, which are accelerated by the interaction 
with the laser electric field or the associated ponderomotive force, can effectively heat the 
solid target beyond the region of direct laser interaction. One important application of 
relativistic electron isochoric heating of solid targets is fast ignition. To this goal, 
substantial effort has been made in past decades to understand the conversion efficiency 
of intense laser light to fast electrons and their transport through the target.  

A well-established technique is to infer the absolute number of the laser-produced 
electrons by detecting the electron-induced Kα fluoresence emission from buried layer 
targets. The copious amounts of hot electrons are produced in the interaction of intense 
laser pulses with solid targets22. What is not so well known is how these hot electrons 
couple to the rest of the solid target. It is important since applications rely on the rapid 
coupling of the hot electrons to the background electrons before the targets disassemble 
hydro-dynamically. In fast ignition, for example, this time is currently thought to be less 
than 20 ps. 
 
 Kα radiation is generated when energetic electrons excite the K-shell electrons of 
atoms; it is commonly used to estimate the total number of hot electrons generated during 
laser-matter interaction23,24,25,26,27, and, by using layered targets of different materials, to 
determine their spatial distribution in the target4,28. Previous Kα measurements have all 
been time-integrated, implying that the radiation is generated instantaneously. We present 
the first picosecond time-resolved measurements of the relaxation of hot electrons 
generated by a short pulse, high intensity laser. Our measurements indicate that most of 
the Kα radiation is generated long (10 - 20 ps) after the laser interaction. This suggests 
that the electrons responsible for the underlying atomic processes are not laser-generated 
hot electrons, but rather electrons that have originated in an ionization cascade initiated 
by the hot electrons. Hence, ionization cascade should not be ignored, contrary to the 
assumption of many previous measurements, when hot-electron population is deduced 
from Kα  emission measurement. The data is interpreted using a simple model based on 
collisional coupling, plasma expansion and M-shell ionization that can reproduce basic 
characteristics of the measured Kα history.  Our findings shed new light on the current 
interpretation of a major diagnostic tool for many experiments in short-pulse laser matter 
interaction.  
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 The experiment was performed at the Compact Multipulse Terawatt (COMET) 
laser facility29 at Lawrence Livermore National Laboratory. COMET is a hybrid chirped 
pulse amplification (CPA) system with a Ti:sapphire oscillator and regenerative amplifier 
with a four-stage Nd:phosphate glass amplifier. The laser wavelength is 1054~nm. For 
our data, the laser pulse length was 500~fs at full width at half maximum (FWHM) and 
p-polarized. The laser energy was 6 –7 J focused with an f/3.6 parabola on solid targets at 
an incident angle of 45º. The best focus was typically 8-10 µm FWHM, resulting in a 
laser intensity of 1019 Wcm2 at the best focus. By systematically increasing the spot size 
on the target, we were able to decrease the laser intensity down to 1017 Wcm2 while 
keeping the laser energy constant. Pre-pulse is a major concern in short-pulse, laser-solid 
experiments. The temporal intensity contrast of the pulses is characterized by three 
components: 1) a 12~ns pre-pulse produced by leakage in the regenerative amplifier, 2) 
amplified spontaneous emission (ASE), and 3) a pedestal produced by the third and 
fourth order abberations in the stretcher. Often the most significant pre-pulse comes from 
the leakage pulse from the regenerative amplifier. Using two Pockels cells and polarizers, 
a contrast of Ileakage/Imain~10-9 was obtained. No measurement was made of the contribution 
of ASE or third and fourth order aberrations. However, an analysis of the spectrum from 
the stretcher-compressor system suggest the contribution of the third and fourth order 
aberrations to non-Gaussian components produce a contrast of Iaberr/Imain~10-5 at about 2 ps 
before the peak of the pulse30. To confirm that the ASE level produced no pre-formed 
plasma, solid targets were illuminated without seeding the amplifiers with the oscillator 
pulse to determine the effect the ASE has on the target. No damage was observed, 
suggesting minimal effect from ASE. As a monitor of the pre-formed plasma, a visible 
spectrometer was set up to look at the specular reflected laser light. Because Raman 
scattering and two-plasmon decay are a strong function of density scale length31, the 
spectrally resolved specular light provided a shot-to-shot monitor of large fluctuations in 
the pre-pulse. We observed constant harmonic spectra throughout the experiments 
thatindicates stable preplasma conditions during the laser-target interactions.   
 
 The diagnostic setup relative to the laser target is illustrated in figure 4. The 
targets consisted of 12.5 µm of Ti over-coated with 1000 Å of Al. The Al layer prevented 
direct illumination of the Ti foil thus eliminating any direct heating from the laser. The x-
ray emission from the target was collected using the Time REsolved X-ray Streak camera 
(TREX)32 interfaced to two von Hámos crystals. An 11 cm radius of curvature graphite 
crystal was used to collect the Ti Kα emission while a 3 cm radius of curvature crystal 
was used to collect the Al K-shell 1s2p(1P)-1s2(1S) (Heα) emission. The streak camera 
was interfaced to an image intensifier, a 2:1 fiber optic reducer, and a fiber optic face 
plate mounted on a 16-bit, water-cooled, SITe TK 1024 x 1024 pixel CCD. The time 
resolution of the streak camera is about 1ps, and the total coverage is about 400 ps. A 
time-integrated measurement of the electrons escaping the target was made using a fiber-
optic array compact electron spectrometer (FACES)33, which was absolutely calibrated 
and setup to measure electrons from 80 keV to 6 MeV. It was positioned 37 cm behind 
the target on the mid-plane, 15º off the laser propagation direction with a solid angle of 1 
x 10-4 steradians. In addition, a time-integrated, spatially resolved x-ray spectrometer 
using a spherically bent quartz crystal was fielded to view the back surface of the target 
from which the heating of Ti target was determined34.   
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 The data were collected at laser focal intensities of 1017, 1018, and 1019 W/cm2 that 
correspond to, respectively, non-relativistic (Pos/mec=0.3, where Pos is the electron 
momentum, me the electron mass), near-relativistic (Pos/mec =1), and relativistic (Pos/mec 
=3) laser intensities. As the laser intensity becomes relativistic, significantly more hot 
electrons are measured by the electron spectrometer. The number of electrons per keV at 
around 100 keV is 4 x 105, 9 x 105 and 2 x 106 for the three laser intensities, respectively. 
This increase is consistent with the enhanced laser absorption at higher laser intensities35. 
A quantitative description of the hot electrons is the so-called “hot electron temperature” 
(Th), obtained by fitting the spectrum with a single or multiple Maxwellian distributions. 
To estimate the Th  right after the laser pulse from these time integrated spectra, we fit a 
Maxwellian to the high end of the energy distribution, reasoning that the hot electron 
energy can only decrease after the laser pulse is turned off. Fits to the high energy section 
of the electron distributions result in 100 keV, 270 keV and 520 keV temperature for the 
intensities of 1017, 1018, and 1019 W/cm2 respectively.  These temperatures agree 
approximately with the pondermotive scaling of hot electrons except for the highest 
intensity, where the measured Th is about half of the predicted value. 
 
 The angular dependence of the hot electron distributions from short-pulse solid 
interactions has been found experimentally and explained theoretically36,37,38,39. For our 
case (a high contrast P-polarized laser incident at 45º to a foil target), the most dramatic 
angular variations would be collimated hot electrons jets. At the intensities of 1017 and 
1018 W/cm2 these jets form mostly at the specular and target normal directions at the front 
of the target40,41 driving resonant absorption, and at 1019 W/cm2 another jet would form at 
the back of the target due to the poderomotive heating. The angle of this jet is predicted 
to be at about 20º off laser direction38,41. Since the FACES measurement looks at the back 
of the target at 15º off the laser direction, it is not in the path of the possible jets. We 
estimate the FACES measurements to be within 10% to 35% of the 2-π average of any 
plausible anisotropic distribution. 
 
 Shielded by the Al layer and consequently from direct laser heating, the Ti layer 
interacts with hot electrons, which excite/ionize K-shell electrons and produce Ti 
Kα emission. Because of the extremely short radiation life time of the upper (n=2) level 
(about 5 fs for Titanium Kα1 

42), for the ps time scale we are considering here, the line 
intensity of the Ti Kα is dictated by electron-impact ionization of the n=1 level. The 
intensity is thus: 
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where ni is the solid density of Ti, ne(E) the electron density at energy E, σ(E) the cross 
section of electron impact ionization at energy E and νe the velocity of electrons. The 
integral is over the emission volume V and electron energy E. Figure 4 shows the 
measured the time history of the Ti Kα intensities for the three laser intensities. We 
measure the hot-electron relexation time (defined as the FWHM of IKα) to be 15.9, 13.2, 
and 12.3 ps, for the laser intensities 1019, 1018, and 1017 W/cm2, respectively. Note that the 
Kα emission durations in our experiment are significantly larger than those measured 
previously43,23. This is due to (i) our hot, electron temperatures are at least one order of 
magnitude larger; (ii) as a consequence, the hot electron range here is many times the 
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target thickness so that multiple interaction and Kα generation can occur with parts of the 
target that are transparent for Kα radiation. This is not the case in the earlier 
measurements quoted; (iii) we use different materials with a larger threshold energy for 
Kα . 
 
 Collisions between the hot electrons and the bulk thermal electrons increase the 
temperature of the bulk target. An analysis of our spherical crystal spectrometer 
measurements indicated a final bulk temperature Tc~50 eV and an average Tt ion charge 
of 4-513. The Al layer is also partially heated by the hot electrons and remains hot enough 
to emit significant Al Heα radiation long after the Ti- Kα emission has decayed. The inset 
of figure 5 shows the Al Heα emission over at least 40 ps (the time coverage of thee 
streak camera). We have not been able to quantify how much of the Al plasma heating is 
due to the hot-electron relaxation and how much is due to direct interactions with the 
laser. 
 We developed an expanding multi-component plasma model to help understand 
the measured hot-electron relaxation times. In this model, the hot electrons can lose 
energy in two ways: through adiabatic cooling due to plasma expansions and through 
direct collisions that transfer energy from the hot electrons to cold electrons and ions. 
 The expansion of the plasma is determined by the ion sound speed. Since the hot 
hot electrons move much faster than the ions (
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< 0.1c  for protons typically), Th evolves 
adiabatically according to 

! 

p"V# , where the volume V is defined by the ion-front 
position. Combining expansion and collisions gives: 

! 

dT
h

dt
= "

e

hc
(T
c
#T

h
) +$V(t)#% dV(t) /dt,

dT
c

dt
= "

e

ch
(T
h
#T

c
),

 

 
where 

! 

"
e

hc  is an energy transfer rate between hot and cold electrons given by 

! 

"
e

hc =
8 2#  e

4

3

Z
h

2
Z
c

2
ln$

m
e
kT

c
+ kT

h( )( )
3 / 2

 

Here, 

! 

" = T
h0
V
0

# $1 depends o the initial hot electron temperature 

! 

T
h0

 and the initial target 
volume V0, and γ=5/3. The above equations are complemented by an adequate model for 
the ion-front position44. The predictions for this simplified relaxation model under 
conditions that are roughly comparable to the experiment for a laser intensity of 1019 
W/cm2 are shown in the inset of figure 5. The model predicts an initial drop in the Th over 
the first ~ 5 ps due to expansion and an equilibration after ~20 ps due to collisions.  

We have used the measured hot electron temperature and the relaxation profile 
from the above model with the collisional-radiative code FLYCHK45 to derive the Ti 
Kα  profile under the assumption that the Kα signal is due soley to laser-generated hot 
electrons. FLYCHK determines time-dependent screened hydrogenic level populations 
by solving a coupled set of rate equations which include collisional excitation, de-
excitation, ionization, and recombination as well as radiative emission, recombination, 
electron capture and autoionization processes.  These level populations are used to 
determine the Kα signal as a function of time. As shown in figure 5 for the case of 1019 
W/cm2, the time duration (10-20 ps) of the modeled Kα signal close to that measured by 
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the experiment (15.9 ps). For the lower laser intensities, the agreement between the 
modeled Kα duration (2-10 ps) and the measurements (12-13 ps) is less satisfactory. 
Moreover, even when the model matches the decay of the Kα intensities, it does not 
reproduce the measured rise. Unlike earlier studies at lower laser intensities (1014-1017 
W/cm2)23,43 where the measured Kα signal (10-15 ps) cannot be coincident in our 
experiment. 

The Kα signal seems to start before the peak in the laser pulse. Our interpretation 
is an initial population of hot electrons generates Kα photons via inner-shell processes and 
created secondary “Kα electron” via ionization of valence shell electrons (i.e., electrons 
with sufficient energy to produce further inner-shell ionizations). Since the rate 
coefficient for the valance-shell ionization is several hundred times that of inner-shell 
ionization, only a small fraction of these secondary electrons need to have sufficient 
energy to produce Kα emission in order to overwhelm the direct Kα production by the 
primary hot electrons. In this scenario, the risetime (and indeed the majority of the Kα 
production) is attributable to these secondary Kα electrons. Future measurements will 
help resolve the details of this measurement.  
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Figure 1 Illustration of the spatial features of hot electrons generated by three absorption mechanisms.  
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Figure 2 Absorption fraction of the laser energy as a function of laser intensity at an incident angle of 6° 
(a) and 45° (b). Each point represents the result of a single laser shot. The error bars are standard deviations 
in instrumental calibration. The targets were Al foils with thickness 1.5-100 µm and 400-µm-thick Si 
plates. Our measurements did not show significant dependence of absorption on these target thickness and 
materials. Therefore, the plots include data from various targets. 
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                    Figure 3a        Figure 3b   Figure 3c 

 
Figure 3 Angular distributions of hot electrons measured by dosimeters at three intensities. The targets 
were 10-µm-thick Al foils. From left to right: Figure 3a=I = 8 × 1017 W/cm2 (with 100-� m-thick Al filters), 
Figure 3b=2 × 1019 W/cm2 (with 500-� m-thick Al filters),  and Figure 3c=2 × 1020 W/cm2 (with 500-� m-
thick Al filters). The laser direction and the target orientation are indicated by the arrow and the black line 
at the center, respectively. The red, blue, and green arrows represent the hot electron directions for 
resonance absorption, 

! 

J " B  heating, and vacuum heating, respectively. 
 

 

 

Figure 4: Experimental layout for the time-resolved Kα experiment. The inset shows typical data from a 
shot. The spatial separation between the Ti Kα and Al Heα results from the transit time difference of the x-
rays off the two crystals. 
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Figure 5:Ti Kα intensity versus time at three laser intensities. The full width at half maximum is 15.9 ps, 
13.2 ps, and 12.3 ps measured at laser intensities of 1019, 1018, and 1017 W/cm2, respectively. The inset 
shows a streak image from the TREX streak camera at 1017 W/cm2. 
  

 
Figure 6: Calculated total Kα emissivity (solid line) as a function of time. The hot electron relaxation used 
in this calculation (dashed line) was predicted by the collisional model shown in the inset assuming solid 
density Ti+4 plasma with ne-hot=1021 W/cm2. evolution of the hot and cold electron temperature 
 
Summary 
 These experiments have shown great promise for determining the characteristics 
of absorption and energy partition during solid target heating with high intensity short 
pulse lasers. The data and modeling will be used to design experiments for Omega-EP 
and NIF-ARC. We plan to extend these experiments to further quantify the energy 
transfer mechanisms for the relativistic electrons. These efforts will focus on 
understanding the effects of the damping rate on the Kα time history and proton 
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generation. Both efforts will be pursued through programmatic funding and future LDRD 
proposals. 
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